Reducing Accuracy Gap in Adversarial Training by Discriminating Adversarial Samples

Abstract
Adversarial training is a time-tested effective defense method for norm-bounded adversarial attacks. However, it is known that adversarial training usually causes non-trivial accuracy degradation, leading to a large gap between robust accuracy and natural accuracy. This can be largely attributed to adversarial samples having a different distribution from natural samples. Therefore, directly training with adversarial samples causes undesirable side-effects. We propose a novel method to mitigate such distribution disparity. We devise an unsupervised surrogate game to train a discriminator that classifies adversarial samples to in-distribution or out-of-distribution. The latter is precluded during inference. We compare our method with four state-of-the-art adversarial training methods and two discriminators under three threat models. Our method can bring robust accuracy for adversarially trained models closer to the natural accuracy whereas others suffer substantial degradation.

Introduction
Adversarial training is one of the most effective methods to counter adversarial attacks on deep learning models (Madry et al. 2018). It leverages various attack methods to generate adversarial samples and adds such samples to the training set to improve model robustness. The state-of-the-art adversarial training techniques can greatly improve model robustness. It has prominent advantages over other methods such as random smoothing (Jia et al. 2020) which has substantial runtime overhead, model verification (Katz et al. 2017) which can verify a relatively smaller bound and often has scalability issues, and runtime adversarial detection (Feinman et al. 2017) that is vulnerable to white-box attack. Therefore, it is becoming a standard step in model training.

However, existing adversarial training techniques often induce non-trivial accuracy gap between clean and adversarial samples. The root cause is that adversarial samples follow a distribution that is different from the clean sample distribution, which is also called natural distribution. As such, directly using adversarial samples during inference undermines the model’s ability to predict natural distribution. Meanwhile, using such samples in training compromises the model’s ability to learn the natural distribution, despite of the ability of improving robustness. These are called the distribution disparity problem (Xie and Yuille 2020). Figure 1a and 1b illustrate the problem. Figure 1c shows the case of a naturally trained model. The solid blue circle in the center denotes a natural test sample of some label $\ell$. The dashed contour lines delineate the natural distribution density.

The darker blue/red color indicates a higher/lower density of $\ell$. Samples in a low density area are out-of-distribution and most of the malicious adversarial samples are in this area. The green area depicts the classification boundary of the model and the irregular shape indicates its lack of robustness. The crosses represent the adversarial samples being classified to other labels than $\ell$ by the model. The square box denotes the $l_p$ ball of the central sample. Figure 1a shows the case of an adversarially trained model. The adversarial training works by including adversarial samples (crosses) in the training. Observe that the robustness is improved as the green area is enlarged compared to Figure 1a. However, there still exist a significant number of out-of-distribution samples misclassified by the model, due to the hardness of this task. Moreover, observe that the decision boundary shifts away from blue area (dense area), which leads to the degradation of the clean accuracy. This is because most of the adversarial samples are concentrated on the low-density area, unlike natural samples.

A straightforward idea is using a discriminator to determine if an adversarial sample falls in the natural distribution. Out-of-distribution samples are precluded from training and inference. Runtime adversarial sample detection techniques can be considered an approximation of discriminator (Feinman et al. 2017; Ma et al. 2019). These techniques often model the natural distribution in the input space or feature space. For example, kernel density estimation (KDE) (Feinman et al. 2017) approximates the density of internal activations with kernel functions and uses the density information to identify adversarial samples. These methods can be used to filter out unnatural samples so that they are not used in adversarial training and/or inference. However, these discriminators/detectors are closely coupled with the subject model, making the training of a high quality discriminator very challenging. First, the irregular/complex classification boundary of the subject model makes the acquisition of good classification boundary between natural and adversarial samples difficult. Second, adversarial training of the discriminator/detector is often less effective and hence the resulted discrimi-
inator/detector is often vulnerable to adaptive attack (\cite{Yin, Kolouri, Rohde2019}). The reason again is the close coupling with the subject model that may not have a good classification boundary to begin with. Intuitively, the discriminator is not able to distinguish natural and unnatural samples in general, but rather samples that are in the distribution denoted by the model and the rest. Figure 1C illustrates the concept. The solid blue line denotes the decision boundary of the discriminator/detector. It depends on the subject model’s decision boundary. The irregularity of the model’s boundary makes it difficult to achieve a good boundary for the discriminator. Furthermore, using the boundary to preclude adversarial samples in training or testing leads to misclassification due to its misalignment with the natural distribution (i.e., dashed blue contour lines). In Figure 1C, the grey crosses in the dense area are undesirably precluded. Please see our results in Section Comparison with Discriminators.

To address the distribution disparity problem, we argue that adversarial samples ought to be representative and in-distribution. The first goal is to ensure that these samples can effectively change the decision boundary such that the model becomes more robust. As such, a simple idea of precluding out of distribution adversarial samples may not work as that may filter out representative adversarial samples. The second goal is to ensure that the adversarial samples do not substantially compromise the model’s ability of learning the natural distribution. However, finding representative and in-distribution adversarial samples is hard. In addition, training a general discriminator is highly challenging. Note that discriminators in pre-trained GANs cannot serve the purpose because (1) they themselves are vulnerable to adversarial perturbations and (2) they are closely coupled with the corresponding generators in the pre-trained GANs and hence not general purpose.

In this paper, through rigorous problem reduction, we decouple the training into two parts: one is the standard adversarial training that considers only the representativeness goal and the other is a general-purpose and model agnostic discriminator that is trained by a sophisticated surrogate game. At the inference time, the discriminator is used to filter out unnatural samples. The remaining natural samples are then fed to the adversarial trained model to derive the final classification results. Our evaluation shows that the method substantially reduces the accuracy gap, compared to the state-of-the-art adversarial training methods.

In summary, our main contributions include:

• We reduce the hard problem of adversarial training on dense area into two independent parts: adversarial training and a surrogate game. We theoretically prove the decomposed problem upper-bounds the original one.

• We propose a novel $\delta$-Hardness-Adjustable Surrogate Game for effective optimization.

• We build a prototype in TensorFlow. Our evaluation on two datasets and four state-of-the-art adversarial training methods and two discriminators under oblivious/unseen/adaptive attacks shows our method is effective and achieves the robust accuracy closer to the natural accuracy.

## Related Work

### Adversarial Training

A lot of standard adversarial training methods have been devised based on different attacks: L-BFGS (Szegedy et al. 2014), FGSM (Goodfellow, Shlens, and Szegedy 2015), one-step methods (Kurakin, Goodfellow, and Bengio 2017), PGD (Madry et al. 2018) Shafahi et al. 2019; Kannan, Kurakin, and Goodfellow 2018; Xie et al. 2020; Zhang et al. 2020b). Regularization (Zhang et al. 2019; Wang et al. 2019) and early stop (Rice, Wong, and Kolter 2020) have been proposed to improve adversarial training. TRADES (Zhang et al. 2019) utilized Kullback-Leibler regularization to bound the adversarial risk and use an coefficient to control the trade-off between natural accuracy and robust accuracy. Rice et al. (Rice, Wong, and Kolter 2020) proposed early-stop adversarial training to address the robust overfitting. Tramèr et al. (Tramèr et al. 2017) introduced ensemble adversarial training to improve robustness against black-box attacks. Unsupervised adversarial training (UAT) (Alayrac et al. 2019) and robust self-training (RST) (Carmon et al. 2019) use additional unlabeled samples to improve robustness. While existing methods treat all adversarial samples as the same, our method only utilizes adversarial samples within the high-density area to address the distribution disparity issue. Most of the existing adversarial training methods can be employed to solve the standard adversarial training part in our relaxed problem.

### Verification/Certification-based Defenses

There are other defense mechanism parallel to adversarial training. AI² (Gehr et al. 2018) applies abstract interpretation to prove over-approximated properties of convolutional networks. Wong and Kolter (Wong and Kolter 2018) used linear relaxation. Some work (Cohen, Rosenfeld, and Kolter 2019; Lecuyer et al. 2019) added random noises to classifiers. COLT (Balunovic and Vechev 2019) combines adversarial training and provable defenses. Zhang et al. (Zhang et al. 2020a) utilized linear programming and interval bound propagation. Different from verified/certified defenses, our method falls into the empirical defense category.
Our overarching goal is to use representative and in-distribution adversarial samples in training. The former requirement is to ensure that the adversarial samples are effective in improving robustness. The latter requires that the adversarial samples are natural and hence avoids accuracy degradation. As such, a simple method that first generates adversarial samples and then precludes those that are not in natural distribution is not effective in practice because many representative adversarial samples are filtered out due to the lack of a good general purpose discriminator for natural samples (see results in Section Experiment). On the other hand, existing adversarial training methods ensure representativeness but neglect the in-distribution requirement. As a result, they suffer non-trivial accuracy degradation. In this section, we show how we gradually (and rigorously) reduce the objective to a realizable process that consists of a standard adversarial training step and a stand-alone discriminator training step. The discriminator is used at the inference time to screen out unnatural (adversarial) samples to prevent accuracy degradation. It is trained by a surrogate game that increases difficulty over time to achieve the best discrimination capabilities. In the following, we first define the notations used in our description. Then we discuss the detailed problem reduction and the final design.

**Notations.** We use a capital symbol (e.g. \( X \)) to denote a random variable and a calligraphic font (e.g. \( \mathcal{X} \)) for the corresponding distribution. We denote a data sample as \( X \in \mathbb{R}^d \) with a label \( Y \in \mathbb{N} \). They jointly follow distribution \( (X,Y) \). Our technique aims to harden a classifier \( g(\cdot; \theta) \) from domain \( \mathbb{R}^d \) to classes \( \mathbb{N} \). Our technique leverages a discriminator denoted as \( f(\cdot; \sigma) \) from \( \mathbb{R}^d \) to real interval \( [0,1] \) and \( \sigma \) are parameters. We represent the loss functions for \( f \) and \( g \) as \( \mathcal{L}_f \) and \( \mathcal{L}_g \), respectively. \( B(x, \epsilon) \) represents a closed set of feasible adversarial samples which is defined through some norm (i.e., \( \ell_\infty \)-norm in our experiment) and budget \( \epsilon \). Given a distribution \( \mathcal{A} \) and a set \( \mathcal{S} \), \( \mathcal{A}\mid\mathcal{S} \) represents \( \mathcal{A} \) truncated on \( \mathcal{S} \). \( \mathcal{F}(\cdot) \) represents a characteristic function; \( \circ \) represents the Hadamard product between vectors. \( \mathcal{U}(\cdot) \) denotes a uniform distribution over a range. \( \square \)

**Adversarial Training with a Discriminator**

With the aforementioned notations, the standard adversarial training can be described by a minmax formula as follows.

\[
\min_{\theta} \mathbb{E}_{(X,Y) \sim (X,Y)} \left[ \max_{x' \in B(X,\epsilon)} \mathcal{L}_g(g(x'; \theta), Y) \right].
\]  

To support our later formal discussion, we consider that an adversarial sample \( A_\theta \), dependent on \( (X,Y) \), is drawn from a distribution \( \mathcal{A}_\theta \). We use \( \mathcal{U} \) to randomly select among multiple maximal values. The conditional definition is as follows,

\[
A_{\theta}(X,Y) \sim A_{\theta},
\]

\[
A_{\theta} | (X,Y) \sim \mathcal{U} \left[ \arg \max_{x' \in B(X,\epsilon)} \mathcal{L}_g(g(x'; \theta), Y) \right].
\]  

Assuming the argmax function of \( X \) and \( Y \) is measurable, the loss function Eq. (1) can hence be rewritten as follows.

\[
\min_{\theta} \mathbb{E}_{(A_{\theta}, Y) \sim (A_{\theta}, Y)} \mathcal{L}_g(g(A_{\theta}; \theta), Y).
\]  

As mentioned earlier, distribution \( A_{\theta} \) and \( \mathcal{X} \) can be very different, making it difficult to achieve both robust accuracy and natural accuracy. A plausible solution is to harden the model with only adversarial samples in the distribution of natural samples and preclude the out-of-distribution ones. As such, we might retain good accuracy but fail to gain robustness as many adversarial samples are precluded. On the other hand, if we allow arbitrary adversarial samples, these samples may be so out of the natural distribution that the natural accuracy degrades substantially, in spite of the better robustness. **Our idea is to acquire adversarial samples in a common high-density areas of both the natural and the adversarial distributions and use such samples in training.** We also regulate the differences between the two distributions to make sure they are not far off. Specifically, given the density functions of \( \mathcal{X} \) and \( A_{\theta} \), denoted as \( \rho_{\mathcal{X}}(\cdot) \) and \( \rho_{A_{\theta}}(\cdot) \) respectively, we define the high density area as \( \mathcal{S}_{\theta} = \{ x | \rho_{A_{\theta}}(x) \geq c \} \) where \( c \) is a constant to control the balance. For example, \( c = 1 \) means we only train with the adversarial samples when they are as likely in the adversarial distribution as in the natural distribution. By avoiding the low-density adversarial samples,
we can redefine the goal as Eq. (4).

\[
\min_{\theta} \mu(S_0) \mathbb{E}_{(A_0, Y) \sim (A_0, S_0, Y)} L_\sigma(g(A_0; \theta), Y) + 2\mathbb{D}_{JS}(A_0, X)
\]

The Jensen–Shannon divergence \(\mathbb{D}_{JS}\) is a penalty term to make sure the adversarial distribution \(A_0\) is close to \(X\). Intuitively, by this term we want to draw adversarial samples from a distribution that is sufficiently natural, just like how humans harden their decision making with realistic samples. Since \(A_0\) may have a disjoint support with \(S_0\) which makes the expectation ill-defined, we scale the first term with \(\mu(S_0)\) to rule out this case, where \(\mu\) is the measure of \(A_0\).

The term \(S_0\) requires the knowledge of \(\rho_X(\cdot)\) and \(\rho_{A_0}(\cdot)\), which is not practically attainable. Hence, we leverage a discriminator \(f\) to take its place. In particular, \(f(x; \sigma)\) can be considered as the probability of a sample from \(A_0\). Inversely, \(1 - f(x; \sigma)\) represents the probability of that from \(X\). We use \(T_\sigma = \{x | f(x; \sigma) \leq \alpha\}\) to approximate \(S_0\). We can rewrite the goal using the discriminator \(f\) as follows,

\[
\begin{align*}
\min_{\theta, \sigma} & \mu(T_\sigma) \mathbb{E}_{(A_0, Y) \sim (A_0, T_\sigma, Y)} L_\sigma(g(A_0; \theta), Y) + \\
& \mathbb{E}_{A_0} L_f(f(A_0; \sigma), 1) + \mathbb{E}_X L_f(f(X; \sigma), 0).
\end{align*}
\]

Here \(L_f\) is a cross-entropy loss function. In the following, we prove that using the discriminator \(f\) provides a good approximation of the goal in Eq. (4).

**Lemma 1.** Given the cross-entropy loss \(L_f(x, 0) = -\log(1 - x), L_f(x, 1) = -\log(x)\), and assuming \(T_\sigma = S_0\), we have Eq. (4) \(\leq\) Eq. (5), and this upper bound is tight when \(f(\cdot; \sigma) = \frac{\rho_{A_0}(\cdot)}{\rho_X(\cdot) + \rho_{A_0}(\cdot)}\), and \(c = 1 - \frac{\alpha}{\alpha}\).

Note that \(\epsilon\) is the constant used to define \(S_0\) and \(\alpha\) is the threshold in the definition of \(T_\sigma\). The proof of the lemma is in Appendix A. Lemma 1 and Eq. (5) provide a way to measure the density ratio without explicitly expressing the distributions. However, the two terms in Eq. (5) are interdependent. \(T_\sigma\) in the classification loss depends on the discriminator and \(A_0\) in the discrimination loss depends on the classifier. This interdependence is problematic for practical optimization. Specifically, the dependency causes competition and oscillation during adversarial training, and makes convergence difficult if not impossible. To this end, we further relax the problem and decouple the loss into two independent parts.

**Theorem 1.** Eq. (5) is upper-bounded by two independent terms,

\[
\begin{align*}
& \min_{\theta, \sigma} \mu(T_\sigma) \mathbb{E}_{(A_0, Y) \sim (A_0, T_\sigma, Y)} L_\sigma(g(A_0; \theta), Y) + \\
& \mathbb{E}_{A_0} L_f(f(A_0; \sigma), 1) + \mathbb{E}_X L_f(f(X; \sigma), 0) + \\
& \min_{\theta} \mathbb{E}_{(A_0, Y) \sim (A_0, Y)} L_\sigma(g(A_0; \theta), Y)
\end{align*}
\]

where adversarial sample \(A_0\) (dependent on \(X\)) is drawn from distribution \(A_0\), as defined in the following.

\[
A_0^{(X)} \sim A_0, \ A_0 | X \sim \mathcal{U}(\arg\max_{x' \in B(x, \epsilon)} L_f(f(x'; \sigma), 1))
\]

Its proof is in Appendix A. Intuitively, compared to Eq. (5), the first term is relaxed by removing the truncation of \(A_0\) on \(T_\sigma\), which makes it the same loss term as in standard adversarial training. In the second term, according to Eq. (7), the adversarial sample \(A_0\) is to cause the discriminator to misclassify, whereas \(A_0\) in Eq. (5) is to cause the subject model to misclassify. Since the discriminator \(f\) is derived from natural and adversarial samples, the second loss term suggests that we can devise a surrogate game to train \(f\) as part of the process. More importantly, the two terms are independent such that the hardening process can be decoupled to a standard adversarial training and the surrogate game. At inference time, the (trained) discriminator is first used to filter out the unnatural samples and the hardened model is then used to produce the classification results.

\[\delta\text{-Hardness-Adjustable Surrogate Game.}\] Practically, the surrogate game mentioned above is hard for the discriminator. Intuitively, the adversary can introduce arbitrary perturbations, e.g., simply making \(A_0^{(X)} = X\), such that the discriminator has substantial difficulties learning how to distinguish adversarial and natural samples. Thus we propose an innovative \(\delta\)-hardness-adjustable Surrogate Game (\(\delta\)-SG) which strikes a balance in the hardship and effectiveness of training. The basic idea is to use an argument \(\delta\) to control the level of hardship. Specifically, allowing the adversary to mutate a given sample in an arbitrary fashion (in order to defeat the discriminator) represents the hardest extreme, whereas disallowing the adversary to mutate at all represents the easiest extreme. The argument \(\delta \in [0, 1]\) denotes some middle point in between the two extremes. Formally, we construct adversarial samples \(H_{\sigma, \delta}\) as follows.

\[
\text{Let } h(m, x_1, x_2) = m \circ x_1 + (1 - m) \circ x_2, X \sim \mathcal{U}(\mathcal{B}(X, \epsilon)), R \sim \mathcal{U}([0, 1]^d), m(R) = 1[R < \delta],
\]

\[
H_{\sigma, \delta}^{(X, N, R)} \sim \mathcal{H}_{\sigma, \delta}(X, N, R) \sim \mathcal{U} \left[ \arg \max_{h(m(R), N, x')} \mathcal{L}_f(f(h(m(R), N, x'); \sigma), 1) \right]
\]

Function \(h\) uses a binary vector mask \(m\) to combine two samples into one. For each dimension, it either takes the value from the corresponding dimension in \(x_1\), or that from \(x_2\). We use it to restrict the dimensions that can be perturbed for an adversarial sample. The mask \(m\) is randomly generated and controlled by the hardship parameter \(\delta\) and a uniform random seed \(R\). For the dimensions that are not mutable, their values are filled in from a noise vector \(N\), which is a random sample from \(\mathcal{U}(B(x, \epsilon))\). The \(\delta\)-SG game is then formally defined as follows.

\[
\mathcal{G}(\delta) = \min_{\sigma} \mathbb{E}_{H \sim \mathcal{H}_{\sigma, \delta}} \mathcal{L}_f(f(H; \sigma), 1) + \mathbb{E}_{X \sim \mathcal{X}} \mathcal{L}_f(f(X; \sigma), 0).
\]

Here, we use \(\mathcal{G}(\delta)\) to denote the minimum value that can be achieved by the \(\delta\)-SG game. Intuitively, a smaller \(\mathcal{G}(\delta)\) value indicates a harder game. The following theme shows that \(\delta = 0\) and \(\delta = 1\) denote the hardest and easiest games.
Algorithm 1: Discriminator Training by Hardness-Adjustable Surrogate Game

\textbf{Input :} Training Data \((X, Y)\), training epochs \(T\), curriculum learning epochs \(T_e\), number of batches each epoch \(L\), surrogate game hardness limit \(\delta\), adversary iteration \(I\), set of adversary learning rates \(\mathcal{E}\), set of feasible adversarial samples \(B(\cdot, \cdot)\).

\textbf{Output :} \(\delta\)-SG robust discriminator \(\sigma\)

1. \(\sigma \leftarrow \text{RandomInit}()\), \(\hat{\delta} \leftarrow 1.0\)
2. \(\text{for } t \leftarrow 1 \text{ to } T \text{ do}\)
3. \(\text{for } b \leftarrow 1 \text{ to } L \text{ do}\)
4. \(x_b \leftarrow X \quad // \text{Sample a batch of data}\)
5. \(\text{Sample a learning rate } \eta \sim \mathcal{E}\)
   \(\quad // \text{Ensemble of attackers}\)
6. \(\text{Sample seed } R \text{ and noise } N \text{ through } \hat{\delta}\)
7. \(x'_b \leftarrow h(m(R), N, x_b) \quad // \text{see Eq. (8)}\)
8. \(\text{for } i \leftarrow 1 \text{ to } I \text{ do}\)
9. \(x'_b \leftarrow x'_b + \eta \text{sign}[\nabla_{\sigma} \mathcal{L}_f(f(x'_b; \sigma), 1)]\)
   \(\quad // \text{Adversarial optimization}\)
10. \(x'_b \leftarrow \text{Clip}(x'_b, B(x_b, \epsilon))\)
   \(\quad // \text{Clip within the boundary}\)
11. \(x'_b \leftarrow h(m(R), N, x'_b)\)
   \(\quad // \text{Keep the game rule}\)
12. \(\text{Update } \sigma \text{ with } \nabla_{\sigma} [\mathcal{L}_f(f(x'_b; \sigma), 1) + \mathcal{L}_f(f(x_b; \sigma), 0)]\)
13. \(\text{if } t < T_e \text{ then}\)
   \(\quad \hat{\delta} \leftarrow \hat{\delta} - (1 - \hat{\delta})/(T_e, L) \quad // \text{Increase hardship level till reaching } \hat{\delta}\)

respectively, and the hardship monotonically decreases when \(\hat{\delta}\) changes from 0 to 1.

Theorem 2. (1) When \(\delta = 0\), the \(\delta\)-SG is equivalent to that in the Surrogate Game in Eq. \((8)\) and when \(\delta = 1\), the \(\delta\)-SG is equivalent to the following.

\[
\mathcal{G}(1) = \min_{\sigma} \mathbb{E}_{U \sim \mathcal{U}(B(X, \delta))} \mathcal{L}_f(f(U; \sigma), 1) + \mathbb{E}_{X \sim \mathcal{X}} \mathcal{L}_f(f(X; \sigma), 0). \tag{10}
\]

2) We have \(\delta_1 \geq \delta_2 \implies \mathcal{G}(\delta_1) \leq \mathcal{G}(\delta_2)\) assuming \(B\) is defined on \(L_\infty\)-norm.

The proof is in Appendix \(A\). The game of \(\delta = 1\) aims to differentiate the input distribution and a uniformly perturbed distribution. Intuitively, it’s to distinguish inputs with random noises from clean inputs and hence much easier than differentiating inputs with crafted perturbations (to fool the discriminator) from the clean ones. The proof of (2) is to show that a larger \(\delta\) indicates a smaller domain of the min function in Eq. \((8)\), suggesting it’s easier to find the minimum.

Training Algorithm. The high-level steps of the discriminator training process are illustrated in Figure 2a. Algorithm 1 describes the detailed process. Note that besides the discriminator, we also apply standard adversarial training to the subject model, as indicated by the first term of Eq. \((7)\). Since \(\delta\)-SG by its nature allows different levels of hardness, we leverage curriculum learning where difficulty gradually increases. To increase generalization, we also use ensemble of attackers by using different learning rates in during training. Specifically, initially, the algorithm set the starting \(\delta\) to 1.0 (i.e., the easiest) at line 1. It will gradually decreases to \(\delta\), the target hardness level. Line 5 samples a random learning rate, denoting a random adversary. Line 6 samples a mask \(m\) and \(N\), the random perturbations of \(x_b\). The former is used to combine \(N\) and \(x_b\) to acquire \(x'_b\) (i.e., Eq. \((8)\)). In lines 9-11, \(N\) stays the same whereas \(x'_b\) is mutated through \(I\) steps of adversarial attack. Line 12 updates the discriminator weight values. Line 13 updates \(\hat{\delta}\). Observe that during the first \(T_e\) epochs, \(\hat{\delta}\) gradually decreases from 1. It reaches 0 and doesn’t change after \(T_e\) epochs.

Inference with Discriminator

Figure 2b shows the inference phase of our defense. Given well-trained \(f(\cdot; \sigma), g(\cdot; \theta)\), and \((X, Y) \sim (X', Y')\) as we described earlier, we consider the following defense. The discriminator judges whether the sample falls into the low density area. When the sample is from low density area, the system simply discard it. In another word, we negligibly shrink the domain of feasible input in exchange of better robustness. In this manner, the model correctly classifies the sample iff. \(g(X; \theta) = Y \land f(X; \sigma) < \alpha\). Inversely an attacker succeeds iff. \(g(X; \theta) \neq Y \land f(X; \sigma) < \alpha\). Note that this setting is somewhat similar to defense, with the difference that we reject samples with a small probability (1%).

Experiment

Experimental Setup

Datasets and Models. Two datasets are used: CIFAR-10 (Krizhevsky, Hinton et al. 2009) and Tiny ImageNet (Deng et al. 2017). CIFAR10 includes 60000 images of size 32x32 for 10 classes. Tiny ImageNet includes 100000 images of size 64x64 for 200 classes. We use the original classification models as the baselines.

Threat Models. We consider three types of threat models. 1) Oblivious attack: attackers have the access to the classifier but know nothing about the new defense. 2) Unseen attack: attackers use a generation mechanism which is quite different from attack used in the adversarial training. 3) Adaptive attack: attackers know everything of the system and the defenses. We adopt the common setting of \(L_\infty\)-norm and set \(\epsilon = 8.0/255\). We set the \(\alpha\) in a way where the false-positive ratio on training data equals 1%.

Baselines. We choose three popular adversarial training methods: Madry (Madry et al. 2018), TRADE (Zhang et al. 2019), UAT (Alayrac et al. 2019), as well as two detection methods including KDE (Penman et al. 2017) and GAT (Yin, Kolouri, and Rohde 2019) as our baselines. The introduction to these baselines can be found in Section Related Work.

Metrics. For each defense method, we report three metrics. The accuracy (Acc.) means the accuracy for either the normal samples (without attacks) or adversarial ones (with different attacks) using the classifier alone. The low density rate (LD Rate) means how many samples are in the low density area and thus rejected by the discriminator. We also report the accuracy of adversarial samples in high-density area (HD Acc.). This metric mimics the behavior of adaptive attackers who simultaneously evade the discrimination and mislead the classifier. It calculates the accuracy of the best adversarial samples within the high-density area. Specifically,
each attacker iteratively generates adversarial samples for sample \((X, Y)\) in \(k\) steps. Among the adversarial samples it generate at different steps \(\{x_i\}_{i=1}^k\), we select one with the largest loss value in the high-density area, defined as \(\arg\max_{x \in \{x_i\}} L_g(f(x; \theta), Y) 1(f(x; \sigma) \leq \alpha)\). Note that HD Acc. is a slightly different concept compared with Acc., for it negligibly shrinks the defense area of \(\ell_1\)-ball. For more details on the experimental setup, please refer to Appendix B.

### Adversarial attacks

#### Oblivious Attack

We evaluate our method against the following representative attacks. 1) Auto (Croce and Hein 2020) combines several latest attackers and uses an adaptive learning rate to attack. 2) PGD (Madry et al. 2018) is claimed as the most representative first-order attack. It uses random start and clips the perturbation with a pre-defined \(\ell_\infty\) bound. 3) CW (Madry et al. 2018) denotes PGD with Carlini-Wagner (CW) loss function (Carlini and Wagner 2017b). 4) BIM (Kurakin, Goodfellow, and Bengio 2016) is an iterative version of FGSM (Goodfellow, Shlens, and Szegedy 2015). 5) MIFGSM (Dong et al. 2018) extends BIM with momentum. 6) DeepFool (Moosavi-Dezfooli, Fawzi, and Frossard 2016) is an iterative attack with a linear approximation. 7) JSMA (Papernot et al. 2016) perturbs the most important features denoted by the Jacobian-based saliency map.

#### Unseen Attack

To better evaluate our defense against potential unseen attack (Athalye, Carlini, and Wagner 2018), we include an attacker of different mechanism called square attack (Andriushchenko et al. 2020). It generates adversarial samples by iteratively covering images with shadow squares. This is quite different from gradient-based attacks which we adopt in the surrogate game training. Thus results on the square attack demonstrate the generalization ability of our surrogate game.

#### Adaptive Attack

In this threat model, the adversaries are fully aware of the defense and thus can design adaptive attacks to breach the model and the defense. To mislead both the classifier and the discriminator, they need to incorporate both models into the loss function. We consider four different strategies. Let us denote the loss function of \(f\) and \(g\) by \(L_f\) and \(L_g\) and the indicator function of successful attack on \(f\) and \(g\) by \(1_f\) and \(1_g\). \(1_g(x) = 1\) if the classifier misclassifies \(x\). \(1_f = 1\) if \(x\) falls in the low-density area. We practically use CW loss for \(L_f\) and \(L_g\) since it can avoid potential numerical issues (Carlini and Wagner 2017b).

- **f-priority:** \(L_{f\text{-prior}}(x) = 1_g(x)L_f(x) + (1 - 1_g(x))L_g(x)\)
- **g-priority:** \(L_{g\text{-prior}}(x) = 1_fL_g(x) + (1 - 1_f(x))L_f(x)\)
- **Penalty:** \(L_{\text{Penalty}}(x) = L_g(x) + \lambda L_f(x)\)

Intuitively, f-prior strategy minimizes \(L_f\) once the attacker misleads the classifier \(g\). It actually prioritizes the best adversarial sample against \(f\). Oppositely, g-prior strategy minimizes \(L_g\) once the attacker misleads the discriminator \(f\), which prioritizes attacking \(g\). Penalty strategy combines two goals through a penalty weight \(\lambda\). Margin strategy has the same loss function with g-priority strategy except that it extends \(1_f\) to be a continuous function. In this way, it creates a smooth transition margin between target \(f\) and target \(g\).

In our experiments, we grid search the hyper-parameters (iterations, step size and penalty weight) for the attacker (details in Appendix D) and uses the best one to report the result.

### Comparison with Adversarial Training Baselines

Table 1 shows the whole results of ours with the three adversarial training baselines on CIFAR10. Further results on Tiny ImageNet show our approach is also effective on larger images. Please refer to Table 3 in Appendix F for details.

#### Elaboration of Metrics

Take the result of Madry’s model in Table 1 as an example. The first row denoted by “None” Threat shows the results on natural samples. Its test accuracy on natural samples is 87.3\% (Acc.). LD Rate is model-agnostic. It means our approach filters out 1.7\% natural samples. After rejecting the 1.7\% natural samples, Madry model’s test accuracy is 85.8\% (HD Acc.). We use another row PGD to explain metrics in adversarial settings. Madry’s model have both a 45.1\% test accuracy on PGD attack. 99.4\% PGD-generated

---

**Table 1:** Compare accuracy with high density accuracy on CIFAR10.

<table>
<thead>
<tr>
<th>Threat</th>
<th>Attack</th>
<th>M ˛ adry</th>
<th>PGD</th>
<th>CW</th>
<th>Oblivious BIM</th>
<th>MIFGSM</th>
<th>DeepFool</th>
<th>JSMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
<td>Acc.</td>
<td>HD Acc.</td>
<td>LD Rate</td>
<td>Acc.</td>
<td>HD Acc.</td>
<td>LD Rate</td>
<td>Acc.</td>
</tr>
<tr>
<td>Auto</td>
<td>83.3%</td>
<td>85.8%</td>
<td>84.9%</td>
<td>86.4%</td>
<td>85.0%</td>
<td>86.4%</td>
<td>85.0%</td>
<td>86.4%</td>
</tr>
<tr>
<td>PGD</td>
<td>85.1%</td>
<td>85.8%</td>
<td>85.4%</td>
<td>84.8%</td>
<td>84.8%</td>
<td>84.8%</td>
<td>84.8%</td>
<td>84.8%</td>
</tr>
<tr>
<td>CW</td>
<td>84.3%</td>
<td>85.4%</td>
<td>85.4%</td>
<td>85.4%</td>
<td>85.4%</td>
<td>85.4%</td>
<td>85.4%</td>
<td>85.4%</td>
</tr>
</tbody>
</table>

**Table 2:** Comparison of different discriminators.

<table>
<thead>
<tr>
<th>Threat</th>
<th>Attack</th>
<th>Ours KDE</th>
<th>GAT Ours KDE</th>
<th>GAT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
<td>Acc.</td>
<td>HD Acc.</td>
<td>LD Rate</td>
</tr>
<tr>
<td>Auto</td>
<td>85.8%</td>
<td>85.8%</td>
<td>85.6%</td>
<td>1.7%</td>
</tr>
<tr>
<td>PGD</td>
<td>84.3%</td>
<td>85.4%</td>
<td>85.4%</td>
<td>3.3%</td>
</tr>
<tr>
<td>CW</td>
<td>85.4%</td>
<td>47.6%</td>
<td>65.5%</td>
<td>47.7%</td>
</tr>
</tbody>
</table>

---
samples fall in the low-density area and thus can be distinguished by our approach. If we select the best PGD-generated samples in high-density areas from the optimization iterations and feed them to Madry’s model, it has 84.3% test accuracy. **Accuracy Gap.** From Table [1] we can find large accuracy gaps between the normal accuracy and the robust accuracy on adversarially trained models. Let us use Madry’s model as an example. This model has 44% robust accuracy and 87% normal accuracy, which leads to a 43% accuracy gap. Meanwhile, more than 80% adversarial examples fall into the low-density area, which are discriminated by our approach. By restricting the adversarial samples into high-density area, these adversarial samples are less malicious. HD Acc. reveals the accuracy after using these dense adversarial samples. We can find 32% robust accuracy improvement through this restriction. More importantly, the accuracy gap is now vastly shrunk to 8%.

**Adversarial Samples vs Out-of-distribution Samples.** One general question is that whether adversarial samples are out-of-distribution samples. And we empirically find that the majority of malicious adversarial samples fall into the low-density area (relative to natural distribution). From Table [1], each attacker has different level of attack success rate (ASR), which is defined as 100% − Acc. A higher ASR indicates this attack generates more malicious adversarial samples. And detection rate indicates whether the samples are out-of-distribution. We can find that the detection rate are roughly positively correlated with ASR. For example on Madry’s model, DeepFool has 31.7% ASR compared with Auto 55.9% ASR, and DeepFool has 89.0% detection rate while Auto attack has 99.2% detection rate.

**Unseen and Adaptive Attacks.** We also evaluate on unseen and adaptive attacks. The result shows that our discriminator can generalize to unseen attack well. Although there is a moderate drop (6%) on detection rate compared to DeepFool (which has a similar Acc.), the HD Acc. remains high. Our results on several adaptive attacks further support the robustness of our model. We find the adaptive attacker is not able to simultaneously reduce accuracy on classifier and detection rate on the discriminator. This result suggests it is difficult to optimize in-distribution malicious adversarial samples.

**Comparison with Discriminators**

In the experiments, we compare our discriminator with other related detectors including density detection ([Feinman et al. 2017](#)), and generative trained detector (Yin, Kolouri, and Rohde 2019). We align the thresholds for different detectors to make the HD Acc. comparable for benign samples. Original papers select a larger threshold for better LD Rate, which instead significantly reduce the HD Accuracy. We conduct the experiment on CIFAR10 and Madry model. Note that the other two discriminators require the knowledge of specific classifier for detection while ours don’t, which further enlightens our results. As shown by Table [2], our approach outperforms KDE and GAT by a large margin. On adversarial examples, our approach has the highest HD accuracy and LD Rate. We also report the performance of our stand-alone discriminator on different δ-SG games and adversarial attacks. Results of Area Under Curve (AUC) score during training and Receiver Operating Characteristic (ROC) during inference can be found in Appendix [F].

**Effect on Normal Models**

Note that in Theorem 1 the underlying classifier in our derivation are required to be adversarially trained. However, we interestingly find that our discriminator is also effective to some extent on the naturally trained models. Please refer to Appendix [F] for more details.

**How the Discriminator Works**

To understand how the discriminator works, we visualize the typical out-of-the-distribution (OOD) sample recognized by the discriminator in Figure [3]. These samples exaggerate the feature learned by the discriminator and help us uncover how it works. To generate these samples, we maximize the discrimination loss within the ℓ_p bound through sign gradient optimizer. The first row represents OOD samples, the second row represents benign sample and the third one indicates highlighted perturbation. We find these OOD samples generally present artifacts or unnatural pattern, e.g. the checkerboard pattern in the first column, or the sudden value change in the third column. This suggests that these unnatural patterns are the key features used to recognize the OOD samples.

**Conclusion**

In this paper, we identify Distribution Disparity as one important reason of the gap between nature accuracy and robust accuracy. We start from a improved adversarial training and theoretically show that can be reduced to independent goals. We propose a novel δ-Hardness-Adjustable Surrogate Game to train the discriminator in a feasible way. Experimental results show our defense is robust against different threat model and greatly narrow down the gap.

**Limitations.** Our defense and proof only considers ℓ_∞ norm. As a trade-off for our mathematical reduction, we only consider the problem of reducing of the accuracy gap in this paper. It’s among our future work to study the effect on other norms and improving accuracy degradation on the clean data.

---

1 It doesn’t apply to adaptive attacks since the LD rate is adaptively manipulated during attack.
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Appendix

A. Proofs

Proof of Lemma 1

Lemma 1. Given the cross-entropy loss $L_f(x, 0) = -\log(1 - x)$, $L_f(x, 1) = -\log(x)$, and assuming $T_\sigma = S_\theta$, we have Eq. (1) ≤ Eq. (5), and this upper bound is tight when

$$f(\cdot; \sigma) = \frac{\rho_{A_\sigma}(\cdot)}{\rho_X(\cdot) + \rho_{A_\sigma}(\cdot)}, \text{and } c = \frac{1 - \alpha}{\alpha}.$$  

Proof.

$$\mathbb{E}_{A_\theta \sim A_\theta} L_f(f(A_\theta; \sigma), 1) + \mathbb{E}_{X \sim X} L_f(f(X; \sigma), 0) = \int_{x \in \mathbb{R}^d} -\rho_{A_\sigma}(x) \log(f(x; \sigma)) - \rho_X(x) \log(1 - f(x; \sigma))$$  

We then leverage calculus of variation to minimize the function $f$. Let $t(x) = f(x; \sigma)$, and define

$$l(x, t(x)) = -\rho_{A_\sigma}(x) t(x) - \rho_X(x) \log(1 - t(x))$$

$$J(t) = \int_{x \in \mathbb{R}^d} l(x, t(x))$$

By Euler-Lagrange equation, the extrema of functional $J(t)$ is attained when $\frac{\partial l}{\partial t} = 0$. Solving this derivative will get the condition

$$t^*(\cdot) = f(\cdot; \sigma) = \frac{\rho_{A_\sigma}(\cdot)}{\rho_X(\cdot) + \rho_{A_\sigma}(\cdot)}.$$  

Note that $l(x, t(x))$ is a convex function of $t$ given fixed $x$, and therefore this $t^*$ is the minimum of $J(t)$. Putting Equation 12 back into Equation 11 we get

$$\geq \int_{x \in \mathbb{R}^d} -\rho_{A_\sigma}(x) \log \frac{\rho_{A_\sigma}(\cdot)}{\rho_X(\cdot) + \rho_{A_\sigma}(\cdot)} - \rho_X(x) \log \frac{\rho_X(\cdot)}{\rho_X(\cdot) + \rho_{A_\sigma}(\cdot)}$$

And we can connect $\alpha$ and $c$, where

$$T_\sigma = \{x | f(x; \sigma) < \alpha\}$$

$$= \{x | \frac{\rho_{A_\sigma}(x)}{\rho_X(x) + \rho_{A_\sigma}(x)} < \alpha\}$$

$$= \{x | \frac{\rho_X(x)}{\rho_{A_\sigma}(x)} > \frac{1 - \alpha}{\alpha}\}$$

$$= S_\theta.$$  

Proof of Theorem 1

Theorem 1. Eq. (5) is upper-bounded by two independent terms,

$$\text{Eq. (5)} \leq \min_{\theta} \mathbb{E}_{(A_\sigma, Y) \sim g(A_\theta; \theta)} L_g(g(A_\theta; \theta), Y)$$

where adversarial sample $A_\sigma$ (dependent on $X$) is drawn from distribution $A_\sigma$, as defined in the following.

$$A_\sigma^{(X)} \sim A_\sigma, A_\sigma | X \sim \mathcal{U} \left[ \arg \max_{x' \in B(x, \epsilon)} \mathbb{L}_f(f(x'; \sigma), 1) \right]$$
Theorem 2.

(1) When \( \delta = 0 \), the \( \delta \)-SG is equivalent to that in the Surrogate Game in Eq. \( \text{(6)} \) and when \( \delta = 1 \), the \( \delta \)-SG is equivalent to the following.

\[
\mathcal{G}(\delta) = \min_{\sigma} \mathbb{E}_{x \sim X, U \sim U(B(x, \epsilon))} \mathcal{L}_f(U; \sigma), 1 + \mathbb{E}_{x \sim X} \mathcal{L}_f(f(X; \sigma), 0).
\]

(10)

2) We have \( \delta_1 \geq \delta_2 \implies \mathcal{G}(\delta_1) \leq \mathcal{G}(\delta_2) \) assuming \( B \) is defined on \( l_\infty \)-norm.

Proof of Theorem 2

Theorem 2.

1) Within the closed set \( B(x, \epsilon) \), there exist maximum and minimum for the continuous function \( g \). Thus this function \( g^* \) is bijective and well-defined. Note that \( g^*(X) \) produces a set instead of a single value.

\[
\text{Proof of Theorem 2:}
\]

Let

\[
g^*(X) = \arg \max_{x' \in B(X, \epsilon)} \mathcal{L}_g(g(x'; \theta), 1).\]

By extreme value theorem (Rudin et al. 1976), within the closed set \( B(x, \epsilon) \), there exist maximum and minimum for the continuous function \( g \). Thus this function \( g^* \) is bijective and well-defined. Note that \( g^*(X) \) produces a set instead of a single value.

\[
\text{Remember that } \mu \text{ is the measure of } A_\theta.
\]

(15)

Similarly, let

\[
f^*(X) = \arg \max_{x' \in B(X, \epsilon)} \mathcal{L}_f(f(x'; \sigma), 1),
\]

and we have \( \forall x'' \in B(x, \epsilon), \)

\[
\mathcal{L}_f(f(U(f^*(x))); \sigma), 1)
\]

(16)

\[
= \max_{x' \in B(X, \epsilon)} \mathcal{L}_f(f(x'; \sigma), 1)
\]

\[
\geq \mathcal{L}_f(f(x''); \sigma), 1).
\]

Therefore

\[
\mathcal{L}_f(f(U(g^*(x))); \sigma), 1)
\]

(17)

\[
\leq \mathcal{L}_f(f(U(f^*(x))); \sigma), 1).
\]

(See Eq. \text{[16]})

Combining Equation \text{[15]} and Equation \text{[17]} finishes the proof.

Proof of Theorem 2

Theorem 2.

(1) When \( \delta = 0 \), the \( \delta \)-SG is equivalent to that in the Surrogate Game in Eq. \text{(6)} and when \( \delta = 1 \), the \( \delta \)-SG is equivalent to the following.

\[
\mathcal{G}(\delta) = \min_{\sigma} \mathbb{E}_{x \sim X, U \sim U(B(x, \epsilon))} \mathcal{L}_f(U; \sigma), 1 + \mathbb{E}_{x \sim X} \mathcal{L}_f(f(X; \sigma), 0).
\]

(10)

2) We have \( \delta_1 \geq \delta_2 \implies \mathcal{G}(\delta_1) \leq \mathcal{G}(\delta_2) \) assuming \( B \) is defined on \( l_\infty \)-norm.
**Proof.** Let $M_0 \in \mathbb{R}^d$ be an all-zero tensor, and $M_1 \in \mathbb{R}^d$ be an all-one tensor. Recall that we have $\delta - SG$ game defined as

\[
\begin{align*}
&\text{Let } h(m, x_1, x_2) = m \cdot x_1 + (1 - m) \cdot x_2, X \sim \mathcal{X}, \\
&N \sim \mathcal{U}(B(X, \epsilon)), R \sim \mathcal{U}([0, 1]^d), m(R) = 1[R < \delta], \\
&H_{\sigma, \delta}^{(X, N, R)} \sim \mathcal{H}_{\sigma, \delta}, H_{\sigma, \delta}(X, N, R) \sim \mathcal{U} \\
&\mathcal{U}
\end{align*}
\]

Let $m(R) = M_0,$

\[
\begin{align*}
&N \sim \mathcal{U}(B(X, \epsilon)), \\
&h(m(R), N, x) = x, \\
&H_{\sigma, \delta}^{(X)} \sim \mathcal{H}_{\sigma, \delta}, \mathcal{H}_{\sigma, \delta}|X = \mathcal{U}[\arg \max_{x \in B(X, \epsilon)} \mathcal{L}_f(f(h(m(R), N, x'; \sigma), 1)]
\end{align*}
\]

When $\delta = 0,$ for some adversarial sample $x \in B(X, \epsilon),$ we have

\[
\begin{align*}
m(R) &= M_0, \\
N &\sim \mathcal{U}(B(X, \epsilon)), \\
h(m(R), N, x) &= x, \\
H_{\sigma, \delta}^{(X)} &\sim \mathcal{H}_{\sigma, \delta}, \mathcal{H}_{\sigma, \delta}|X = \mathcal{U}[\arg \max_{x \in B(X, \epsilon)} \mathcal{L}_f((x; \sigma), 1)]
\end{align*}
\]

This is nothing but the definition of the $H_{\sigma, \delta}$ in Surrogate Game.

Similarly, When $\delta = 1,$ we have

\[
\begin{align*}
m(R) &= M_1, \\
N &\sim \mathcal{U}(B(X, \epsilon)), \\
h(m(R), N, x) &= N, \\
H_{\sigma, \delta}^{(X)} &\sim \mathcal{H}_{\sigma, \delta} = N.
\end{align*}
\]

This is the definition of $H_{\sigma, \delta}$ in game $G(1).$

Now, we prove the loss is monotonically decreasing with respect to $\delta.$ Let us consider the range of random variable $\{h(m(R), N, x)|x \in B(X, \epsilon)\},$ which is the function of $\delta, R, N$ and $X.$ Let us denote it as $C(\delta, R, N, X).$ For simplicity, we overload some operators including $\circ$ and $+$ for set operation. For a vector $x,$ and a set of vectors $X, x \circ X = \{x \circ x'|x' \in X\}$ and $x + X = \{x + x'|x' \in X\}.$ Note that $m(R)$ is parameterized on $\delta,$ and we will use $m_\delta(R)$ for a clear notation when the underlying $\delta$ is unclear in the context.

Before going into the details, let us prove an important lemma.

**Lemma 2.** Given $\delta_1 \geq \delta_2,$ others fixed and $B$ defined on $\ell_\infty$-norm, we have

\[
(1 - m_{\delta_2}(R)) \circ B(X - N, \epsilon) \subset (1 - m_{\delta_1}(R)) \circ B(X - N, \epsilon).
\]

**Proof.** Consider any $x$ where

\[
x \in (1 - m_{\delta_2}(R)) \circ B(X - N, \epsilon),
\]

and denote $c = X - N.$ The inclusion of $x$ implies there exists a $y$ to compute $x,$

\[
\exists y \in B(c, \epsilon), x = (1 - m_{\delta_1}(R)) \circ y.
\]

In the following, we will construct another $y'$ based on $y,$ and will show that the same $x$ is the result of Hadamard product between $(1 - m_{\delta_2}(R))$ and $y',$ and thus finish the proof.

We show all-zero tensor $M_0$ and $y$ are both in this set $B(c, \epsilon).$

\[
N \in B(X, \epsilon) \\
\implies ||X - N||_\infty = ||c||_\infty = ||c - M_0||_\infty \leq \epsilon \\
\implies M_0 \in B(c, \epsilon).
\]

Let’s define operation $\mathbb{F}(y).$ Intuitively it fills some or all dimensions of $y$ to 0, enumerates all such possible fillings and collects them as a set. Let $i$ represent a dimension index of $y,$

\[
\mathbb{F}(y) = \{y''|y''_i = y_i \lor y''_i = 0\}.
\]
For any element $y''$ in the set $\mathbb{F}(y)$, each dimension $i$ of this element $y''$ takes value from either $M_0$ or $y$. And note that $y$ and $M_0$ are both in this set $B(c, \epsilon)$. Therefore $y''$ also belongs to the set $B(c, \epsilon)$.

$$\forall y'' \in \mathbb{F}(y), \|y'' - c\|_\infty \leq \max(\|y - c\|_\infty, \|M_0 - c\|_\infty) \leq \epsilon \implies \mathbb{F}(y) \subset B(c, \epsilon).$$

Given $\delta_1 \geq \delta_2$ and $X,R,$ and $N$ fixed, by definition, $m_{\delta_1}(R) \geq m_{\delta_2}(R)$ element-wisely. Thus $1 - m_{\delta_1}(R) \leq 1 - m_{\delta_2}(R)$ element-wisely. Let’s consider the all the dimensions $j \in J$ where the vector $1 - m_{\delta_1}(R)$ and the vector $1 - m_{\delta_2}(R)$ differ. Since the two vectors are both binary, the only case of their difference will be

$$\forall j \in J, \quad (1 - m_{\delta_1}(R))_j = 0, \text{ and } (1 - m_{\delta_2}(R))_j = 1.$$ 

And we construct $y'$ based on $y$ such that,

$$y'_j = \begin{cases} 0 & j \in J \\ y_j & j \notin J \end{cases}.$$

Note that $y' \in \mathbb{F} \subset B(c, \epsilon)$, and thus

$$x = (1 - m_{\delta_1}(R)) \circ y = (1 - m_{\delta_2}(R)) \circ y' \in (1 - m_{\delta_2}(R)) \circ B(c, \epsilon).$$

Given the lemma 2, let us analyze the property of function $h$. We have

$$h(m, x_1, x_2) \circ m = m \circ x_1 \circ m + (1 - m) \circ x_2 \circ m = m \circ x_1. \quad \text{(19)}$$

And similarly,

$$h(m, x_1, x_2) \circ (1 - m) = (1 - m) \circ x_2. \quad \text{(20)}$$

Combine Eq. (19) and Eq. (20) through definition of $C$, and we have

$$C(\delta, R, N, X) = h(m(R), N, B(x, \epsilon)) = h(m(R), N, B(x, \epsilon)) \circ (m(R) + (1 - m(R))) = m(R) \circ N + (1 - m(R)) \circ B(X, \epsilon). \quad \text{(21)}$$

From Eq. (21), we have,

$$C(\delta_1, R, N, X) = m_{\delta_1}(R) \circ N + (1 - m_{\delta_1}(R)) \circ B(X, \epsilon)$$

$$= m_{\delta_2}(R) \circ N + (m_{\delta_1}(R) - m_{\delta_2}(R)) \circ N + (1 - m_{\delta_1}(R)) \circ B(X, \epsilon)$$

$$= m_{\delta_2}(R) \circ N + (m_{\delta_1}(R) - m_{\delta_2}(R)) \circ N + (1 - m_{\delta_1}(R)) \circ B(X - N, \epsilon)$$

$$= m_{\delta_2}(R) \circ N + (1 - m_{\delta_2}(R)) \circ N + (1 - m_{\delta_1}(R)) \circ B(X - N, \epsilon) \quad \text{(Lemma 2)}$$

$$= m_{\delta_2}(R) \circ u + (1 - m_{\delta_2}(R)) \circ B(x, \epsilon)$$

$$= C(\delta_2, R, N, X).$$

Thus the domain $C$ of the $\arg \max$ function in Eq. (13) is monotonically decreasing, which implies this loss function is monotonically decreasing.
B. Experiment Details

We adopt the ResNet-18 network structure in our discriminator. Specifically, the ResNet-18 model contains an input block and three residual blocks, where each residual block has two residual layers. The numbers of channels for these blocks are [16, 32, 64, 128] with strides of [1, 1, 2, 2], respectively. During the training of the discriminator, we leave out the data augmentations that are commonly employed in the training of classification tasks, such as random cropping and padding. This is because those transformations applied on the training data will greatly shift the data distribution. For instance, the random cropping and padding will introduce black margins on most of the training samples. These black margins however do not exist in real samples, and hence create distribution disparity between the training set and the test set. Such a distribution disparity will hence make the discriminator generalize poorly on the test set. As such, we use the same data processing procedure as for the test set during training. We train the discriminator from scratch and use $\ell_2$ model parameters regularization with the penalty weight of $1e^{-4}$. We use Adam optimizer and set the learning rate as $1e^{-4}$ for the training. During the training described in Algorithm 1, we set the total training epoch $T = 140$ and the curriculum learning epoch $T_c = 25$. We use an ensemble set $E = [1e^{-2}, 4]$ and sample the learning rate log-uniformly from the set. We conduct the adversarial attack for $I = 1000$ steps in order to cover different attack parameters in the ensemble set.

For the evaluation of model robustness, we use the common settings for Auto, PGD, MIFGSM, CW, BIM, DeepFool from the original papers (Croce and Hein 2020; Madry et al. 2018; Kurakin, Goodfellow, and Bengio 2016; Dong et al. 2018; Moosavi-Dezfooli, Fawzi, and Frossard 2016). Specifically, we use standard setting introduced in Auto attack. For PGD, MIFGSM, CW and BIM attack, we use step size 2 and iteration numbers 40. For PGD, we randomly initialize the perturbation for 10 times. We increase the attack iterations for JSMA as it only manipulates one pixel a time, which requires more steps for larger input images (e.g., $64 \times 64$ for Tiny ImageNet). For the square attack, we run the attack for 1000 steps. For the adaptive attacks, we use the grid search for the four strategies discussed in Section Adversarial attacks and report the worst accuracy. We also stress test the adaptive attack for 1000 steps in Appendix D.

We implemented our framework in TensorFlow (Abadi et al. 2015). Experiments were conducted on a server equipped with 256 GB RAM, two Intel Xeon Silver 4214 2.20GHz 12-core CPUs and eight NVIDIA Quadro RTX 6000 GPUs. We used 4 RTX 6000 GPUs for distributed adversarial training. The training on CIFAR-10 took 1 day and 16 hours. Details of the training are discussed in Section C.

C. Performance of the Discriminator

![AUC scores of the Surrogate Game during Training](image1)

![ROC curves of different attacks](image2)

Figure 4: AUC scores and ROC curves of different $\delta$-SGs and attacks. (a) AUC scores of $\delta$-SGs during the training process. We calculate the AUC scores based on the output of our discriminator. (b) ROC curves of various attacks at the inference time.

In this section, we evaluate the performance of our discriminator against different $\delta$-SGs and a few attacks described in Section E. We denote the adversarial samples from each attack and $\delta$-SG as positive (label of 1), and the natural samples (in the training set) as negative (label of 0). With this definition, we calculate the false positive rate and the true positive rate under different thresholds and draw the Receiver Operating Characteristic (ROC) curve. The Area Under Curve (AUC) score quantifies the area under the ROC curve. A larger AUC score indicates a better performance of the discriminator, where a random guess has 0.5 AUC score. We conduct the experiments on CIFAR-10 with our discriminator trained against $\delta$-SG with $\delta = 0.01$. In Figure 4(a), we show the AUC scores of different $\delta$-SGs on the training set and the test set. The blue shaded area illustrates the curriculum learning stage where the hardship gradually increases. Observe that there is a “V” shape of the training curve within
this area. Initially, the blue line has a downward trend, meaning that the discriminator struggles to defend against the $\delta$-SG. After the tipping point, the discriminator starts to learn the pattern of the $\delta$-SG samples and gradually has a better performance (a larger AUC score). This delineates the importance of the curriculum learning, where the difficulty of $\delta$-SG increases gradually. Without the curriculum learning, the discriminator may get trapped in a hard game (with no performance improvement). Note that the $\delta$-SG with $\delta = 0.01$ is much more difficult than that with $\delta = 1$. Observe that in Figure 4a, the green curve ($\delta = 0.01$) is always lower than the orange curve ($\delta = 1$). Similar to standard adversarial training, the AUC score on the training set (blue curve) is larger than that on the test set (green curve). In Figure 4b, we present ROC curves for different attacks. As discussed in Section 2, adversarial samples concentrate on the low-density area. A very small threshold in the discriminator hence can easily filter out a large portion of adversarial samples. This is clearly demonstrated by the steep ROC curves, where our discriminator has a high true positive rate and a very low false positive rate.

D. Grid Search on Hyper-Parameters for Adaptive Attacks

![Grid Search on Hyper-Parameters for Adaptive Attacks](image)

We study the effects of different hyper-parameters of adaptive attacks. We employ the Madry model and the CIFAR-10 dataset as the study subject. We use the grid search on the step size ranging from $1/8$ to $4$ for different adaptive attacks. We also conduct the grid search on the penalty weight from $1e-1$ to $100$. The observations are similar and hence omitted. In Figure 5a, we report the effect of different step sizes on adaptive attacks. Observe that the robust accuracy of our technique against different adaptive attacks with various step sizes is stable (standard deviation of 2.2%). We then choose the $f$-priority strategy that has the best attack result from the grid search, and use it to stress test our technique with extensive attack iterations. Figure 5b shows that with the increase of iterations, the attack quickly degrades the accuracy of the model in the first 50 iterations as shown by the blue line. In the meantime, the adversarial samples generated by the attack also speedily fall into the low-density area as shown by the green line of the LD Rate. As our discriminator discards low-density adversarial samples, we hence have a high HD Acc. (orange line).

E. Results on Tiny Imagenet

In this section, we report the result on Tiny ImageNet in Table 3. This result illustrates the scalability of our method on higher-resolution data. We choose two popular adversarial training methods including Madry (Madry et al. 2018) and ALP (Kannan, Kurakin, and Goodfellow 2018). We report the accuracy, HD Acc. and LD Rate for different attacks (see Section 2 Experimental Setup for the definition of these metrics). We can find the accuracy of classifier is much lower than CIFAR10. The results shows that our method can bring accuracy gap down from 28.2% to 4.5%. The findings are also consistent with the result on CIFAR10.

F. Results on Naturally Trained Models

Our technique requires the classifier to be adversarially trained according to our derivation of Theorem 1. It is interesting to study the performance of the discriminator on naturally trained models. The results on CIFAR-10 are shown in Table 4. We again report the accuracy, HD Acc. and LD Rate for different attacks (see Section 2 Experimental Setup for the definition of these metrics). Observe that the HD Acc. on naturally trained models is much lower than that on adversarially trained ones under black-box and adaptive attacks. This result reflects our explanation in Figure 1a. That is, natural models have a irregular decision boundary, which will misclassify samples in the high-density area. Since these samples are still in-distribution samples, the
Table 3: Compare accuracy with high density accuracy on Tiny ImageNet. Some attacks are dropped due to timeout when scaling to this larger data set.

<table>
<thead>
<tr>
<th>Threat</th>
<th>Attack</th>
<th>Mądry Acc.</th>
<th>HD Acc.</th>
<th>LD Rate</th>
<th>ALP Acc.</th>
<th>HD Acc.</th>
<th>LD Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>Nature</td>
<td>45.4 %</td>
<td>44.7 %</td>
<td>1.1 %</td>
<td>42.2 %</td>
<td>41.7 %</td>
<td>1.1 %</td>
</tr>
<tr>
<td></td>
<td>PGD</td>
<td>18.7 %</td>
<td>44.0 %</td>
<td>97.3 %</td>
<td>19.4 %</td>
<td>41.1 %</td>
<td>97.7 %</td>
</tr>
<tr>
<td></td>
<td>CW</td>
<td>17.2 %</td>
<td>44.5 %</td>
<td>98.8 %</td>
<td>16.5 %</td>
<td>41.5 %</td>
<td>98.9 %</td>
</tr>
<tr>
<td></td>
<td>BIM</td>
<td>18.7 %</td>
<td>43.5 %</td>
<td>97.5 %</td>
<td>19.3 %</td>
<td>40.7 %</td>
<td>97.6 %</td>
</tr>
<tr>
<td></td>
<td>MIFGSM</td>
<td>20.5 %</td>
<td>41.8 %</td>
<td>97.4 %</td>
<td>20.3 %</td>
<td>39.0 %</td>
<td>97.4 %</td>
</tr>
<tr>
<td>Unseen</td>
<td>Square</td>
<td>34.2 %</td>
<td>41.1 %</td>
<td>55.7 %</td>
<td>31.8 %</td>
<td>37.8 %</td>
<td>53.9 %</td>
</tr>
<tr>
<td></td>
<td>g prior</td>
<td>40.2 %</td>
<td>40.3 %</td>
<td>42.2 %</td>
<td>36.9 %</td>
<td>37.4 %</td>
<td>39.5 %</td>
</tr>
<tr>
<td></td>
<td>f prior</td>
<td>17.7 %</td>
<td>40.3 %</td>
<td>40.3 %</td>
<td>16.9 %</td>
<td>37.4 %</td>
<td>37.3 %</td>
</tr>
<tr>
<td></td>
<td>Margin</td>
<td>40.9 %</td>
<td>40.9 %</td>
<td>43.3 %</td>
<td>37.7 %</td>
<td>37.8 %</td>
<td>40.2 %</td>
</tr>
<tr>
<td></td>
<td>Penalty</td>
<td>25.8 %</td>
<td>40.2 %</td>
<td>42.0 %</td>
<td>25.2 %</td>
<td>37.4 %</td>
<td>39.3 %</td>
</tr>
<tr>
<td>Worst Case</td>
<td></td>
<td>17.2 %</td>
<td>40.2 %</td>
<td>-</td>
<td>16.5 %</td>
<td>37.4 %</td>
<td>-</td>
</tr>
<tr>
<td>Acc. Gap</td>
<td></td>
<td>28.2 %</td>
<td>4.5 %</td>
<td>-</td>
<td>25.7 %</td>
<td>4.3 %</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Compare accuracy of naturally trained classifier on CIFAR-10

<table>
<thead>
<tr>
<th>Threat</th>
<th>Attack</th>
<th>Nature Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>Nature</td>
<td>95.0 %  93.4 %  1.7 %</td>
</tr>
<tr>
<td></td>
<td>PGD</td>
<td>0.0 %   93.1 %  99.9 %</td>
</tr>
<tr>
<td></td>
<td>CW</td>
<td>0.0 %   93.5 %  100.0 %</td>
</tr>
<tr>
<td></td>
<td>BIM</td>
<td>0.0 %   89.7 %  100.0 %</td>
</tr>
<tr>
<td></td>
<td>MIFGSM</td>
<td>0.0 %   54.2 %  99.0 %</td>
</tr>
<tr>
<td></td>
<td>DeepFool</td>
<td>3.3 %   84.1 %  88.5 %</td>
</tr>
<tr>
<td></td>
<td>JSMA</td>
<td>22.4 %  93.0 %  99.1 %</td>
</tr>
<tr>
<td>Unseen</td>
<td>Square</td>
<td>1.4 %   64.9 %  66.4 %</td>
</tr>
<tr>
<td></td>
<td>g prior</td>
<td>44.5 %  48.7 %  50.9 %</td>
</tr>
<tr>
<td></td>
<td>f prior</td>
<td>0.0 %   48.6 %  50.8 %</td>
</tr>
<tr>
<td></td>
<td>Margin</td>
<td>48.6 %  50.3 %  52.9 %</td>
</tr>
<tr>
<td></td>
<td>Penalty</td>
<td>0.0 %   42.9 %  45.5 %</td>
</tr>
<tr>
<td>Worst Case</td>
<td></td>
<td>0.0 %   42.9 %  -</td>
</tr>
<tr>
<td>Acc. Gap</td>
<td></td>
<td>95.0 %  52.1 %  -</td>
</tr>
</tbody>
</table>

discriminator will not reject them, which results in a low HD Acc. Comparing to the standalone naturally trained classifier, our method greatly improves the robustness from 0% to 42.9% HD Acc in the worst case. And thus bring down the accuracy gap from 95.0 % to 52.1%.